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Abstract

Existing fine-tuning methods for pre-trained mod-
els, including parameter-efficient transfer learn-
ing (PETL) approaches, suffer from inefficient
information extraction and substantial resource
consumption. To address these issues, we present
Residual Side Tuning (RST), a novel PETL frame-
work designed to enhance information extraction
efficiency while maintaining minimal additional
parameters. Specifically, RST extracts aggre-
gated features, i.e., residuals, and employs a dual-
block side tuning structure: Collect Blocks extract
inter-layer information into residuals while Feed
Blocks strategically reintegrate them back into
the backbone. This parallel processing frame-
work effectively models cross-layer relationships
and significantly improves the efficiency of hi-
erarchical feature extraction. Furthermore, RST
reinforces these relationships by leveraging an
element-wise feature enhancement strategy that
integrates residuals with the current layer’s out-
puts, thereby augmenting information extraction
capabilities. This enhanced extraction efficiency
enables a parameter sharing strategy within the
Collect Blocks, significantly reducing the number
of trainable parameters through shared adapta-
tions across multiple layers. Extensive experi-
ments on several benchmark datasets, particularly
in low-shot learning scenarios, demonstrate that
RST not only outperforms existing PETL methods
in accuracy but also achieves substantial reduc-
tions in both parameter and memory usage.

1. Introduction

The paradigm of large-scale pre-training followed by fine-
tuning has become the cornerstone of modern machine
learning, driving significant advancements across various
domains such as natural language processing , computer
vision , and beyond. As the scale of these pre-trained mod-
els continues to expand, fine-tuning the entire parameter
set has become increasingly impractical due to prohibitive
computational and memory demands. This challenge is

4 N N N

Output Output Output

! Backbone :
Frozen 3

Bridge 3

\lnput / \Input / \Input / S -
(a) LST (b) DTL (c) RST (Ours)

Figure 1. Comparative Architectures of Side Tuning Methods. In
all subfigures, blue, green, orange elements respectively represent
the frozen backbone network, bridge blocks that directly process
backbone information, and side paths responsible for processing
aggregated features. (a) LST: Combines bridge blocks and side
paths. (b) DTL: Utilizes only bridge blocks. (c) RST: Employs
only side paths, focusing on aggregated feature processing.

particularly pronounced in scenarios with limited computa-
tional resources or when deploying models on edge devices.

In response to these challenges, Parameter-Efficient Trans-
fer Learning (PETL) methods have emerged as a promising
solution. PETL approaches aim to adapt large pre-trained
models to new tasks by updating only a small subset of pa-
rameters, thereby reducing the computational overhead and
minimizing the risk of overfitting. To mitigate the memory
challenges inherent in fine-tuning large pre-trained models,
side tuning strategies have been proposed. These strategies
decouple the trainable modules from the backbone network
by introducing parallel side networks or lightweight mod-
ules, thereby effectively reducing GPU memory usage. By
eliminating the need to store extensive intermediate gra-
dients within the backbone network, side tuning not only
maintains parameter efficiency but also enhances the feasi-
bility of fine-tuning large-scale models in resource-limited
settings.

Although side tuning effectively addresses memory con-
sumption by decoupling the trainable components, existing
side tuning methods often suffer from inadequate model-
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(a) Feature Similarity of DTL.

(b) Feature Similarity of RST.
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(c) Feature richness of DTL. (d) Feature richness of RST.

Figure 2. Feature Similarity and Richness in DTL and RST. (a)-(b): Layer-wise correlation analysis measuring similarity (cosine similarity)
between aggregated features and corresponding backbone layer inputs across all preceding blocks, where RST (b) demonstrates stronger
inter-layer correlations compared to DTL (a), indicating enhanced cross-layer relationship modeling. (c)-(d): t-SNE visualizations of
aggregated features indicating feature richness, where RST (d) displays a significantly higher degree of linear separability than DTL (c),
indicating enhanced richness and discriminative power of the aggregated features.

ing of inter-layer relationships and insufficient emphasis
on information pertinent to the current layer. These limita-
tions result in suboptimal information extraction capabilities,
which can impede the overall performance and adaptability
of fine-tuned models, especially in tasks requiring nuanced
feature representations or operating under low-data regimes.

To address these fundamental drawbacks, we introduce
Residual Side Tuning (RST), a novel PETL framework de-
signed to enhance information extraction efficiency while
maintaining minimal additional parameters. RST leverages
a position-aware dual-block architecture where Collect/Feed
Blocks are strategically aligned with specific backbone seg-
ments. By employing low-rank linear mappings on resid-
uals, RST effectively models inter-layer relationships and
focuses on task-specific feature extraction. Furthermore, we
incorporate an Element-Wise Feature Enhancement strategy
to dynamically integrate residual information with the cur-
rent layer’s outputs, thereby augmenting the model’s ability
to emphasize pertinent features and improve information
extraction capabilities. Additionally, we implement a Pa-
rameter Sharing Strategy that enables efficient utilization of
model parameters by sharing weights across Collect Blocks,
which reduces the overall number of trainable parameters
without compromising the richness and diversity of the ex-
tracted features. As shown in Fig. 2, compared to DTL, RST
maintains stronger associations between aggregated features
and the current layer while still relating to previous layers,
and is capable of modeling richer feature representations.
Our contributions can be summarized as follows:

1) We introduce RST, a novel PETL framework that employs
low-rank linear mappings for residuals within a dual-block
architecture. This approach facilitates efficient modeling
of inter-layer relationships and enhances task-specific infor-
mation extraction, supported by theoretical analysis of its
advantageous properties.

2) We develop an Element-Wise Feature Enhancement strat-
egy that integrates residual information with the current
layer’s outputs through element-wise operations, enhancing
information extraction and enabling parameter reduction.

To comprehensively evaluate the effectiveness of RST, we
conduct extensive experiments across multiple benchmarks,
including VTAB-1K (Zhai et al., 2019), VTAB-100 built on
VTAB-1K, few-shot learning, and domain generalization.
Our experiments demonstrate that RST consistently outper-
forms existing PETL methods in accuracy, particularly in
low-shot learning scenarios. Additionally, RST exhibits
favorable scaling properties as model size increases. To
further validate the strengths of RST, we perform ablation
studies that confirm the contributions of its key components.

2. Related Work

Challenges in Fine-Tuning Large Pre-Trained Models
Large pre-trained models have significantly advanced fields
such as natural language processing (NLP), computer vision
(CV), and vision-language (VL) tasks by leveraging vast
datasets to develop comprehensive and generalizable rep-
resentations. However, fine-tuning (Devlin et al., 2019;
Howard & Ruder, 2018) these massive models for spe-
cific downstream tasks is computationally expensive and
memory-intensive. Additionally, fully fine-tuning all param-
eters can lead to catastrophic forgetting, where the model
loses its pre-trained knowledge when adapting to new tasks.
Traditional fine-tuning approaches like linear probing (Chen
et al., 2020; Yosinski et al., 2014) , which involve training
only a linear classifier on frozen features, often underper-
form compared to full fine-tuning, highlighting the need
for methods that balance parameter efficiency and training
resource requirements.
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Parameter-Efficient Transfer Learning (PETL) Meth-
ods Recent advances in parameter-efficient transfer
learning have produced diverse adaptation strategies.
Adapters (Houlsby et al., 2019; Chen et al., 2022) intro-
duce trainable bottleneck layers between transformer blocks
for task-specific feature transformation, while LoRA (Hu
et al., 2021) achieves parameter reduction through low-rank
decomposition of weight update matrices. BitFit (Ben Za-
ken et al., 2022) demonstrates surprising effectiveness by
selectively updating bias terms, establishing a minimalis-
tic tuning paradigm. In vision domains, VPT (Jia et al.,
2022) pioneers learnable prompt injection at transformer
inputs, whereas SSF (Lian et al., 2022) enables feature
adaptation through element-wise scaling and shifting oper-
ations. Fact (Jie & Deng, 2023) enhances low-rank tuning
efficiency via tensor decomposition techniques, and Con-
vPass (Jie & Deng, 2022) incorporates convolutional layers
for localized spatial adaptation. NOAH (Zhang et al., 2022)
further advances the field by automating architecture se-
lection across multiple PETL components through neural
architecture search.

Side-Tuning Methods Side Tuning (Zhang et al., 2020)
enhances pre-trained backbone networks by integrating aux-
iliary side networks without modifying the backbone’s orig-
inal parameters, reducing fine-tuning memory overhead and
enabling efficient knowledge transfer. Ladder Side-Tuning
(LST) (Sung et al., 2022) separates trainable parameters
from the backbone with a lightweight side network, effec-
tively reducing memory consumption but potentially de-
grading performance on challenging tasks. Disentangled
Transfer Learning (DTL) (Fu et al., 2024) builds on LST by
introducing a Compact Side Network (CSN) with low-rank
linear mappings, reducing memory footprint and improv-
ing performance on difficult tasks. Fig. 1 shows the main
structure of them.

These existing side-tuning-based PETL methods demon-
strate the potential for enhancing backbone networks effi-
ciently. However, they often struggle to effectively extract
complex and task-specific features, limiting their perfor-
mance on more challenging tasks. To address these short-
comings, we propose a novel Residual Side Tuning (RST)
approach, which enhances feature extraction capabilities
while maintaining parameter efficiency. RST is introduced
in detail in the following sections.

3. Method

We introduce Residual Side Tuning (RST), a novel
parameter-efficient transfer learning framework, as shown
in Fig. 3. First, we detail RST’s structural design, featur-
ing Collect and Feed Blocks alongside a residual-based
LoRA approach. We then present the element-wise feature

enhancement strategy that models cross-layer correlations.
Finally, we describe our parameter sharing strategy within
Collect Blocks, which optimizes parameter efficiency by
sharing LoRA 4 matrices.

3.1. Dual-Block Architecture with Low-Rank Mapping
for Residuals

Dual-Block Framework RST employs a dual-block
framework comprising Collect Blocks and Feed Blocks,
which operate in parallel to specific sections of the frozen
backbone network, thereby preserving its pre-trained knowl-
edge. Only the Collect and Feed Blocks are learnable and
updated during training. The architecture is shown in Fig. 3.

Collect Blocks are aligned with the first six blocks of the
Vision Transformer (ViT) backbone, while Feed Blocks
correspond to the last six blocks. These blocks extract inter-
layer residuals that capture task-specific features through
low-rank linear mappings, efficiently aggregating side in-
formation. During forward propagation, Collect Blocks
gather residuals from the initial backbone layers, which
Feed Blocks then reintegrate back into the backbone. This
reintegration allows the backbone to adapt its feature repre-
sentations based on the aggregated and refined task-specific
information from the side path.

In backward propagation, gradients flow exclusively through
the side path and the last six backbone blocks parallel to
the Feed Blocks, limiting gradient backpropagation to the
middle of the backbone and thus reducing memory usage.
Unlike Ladder Side-Tuning (LST), which does not rein-
tegrate information before the output layer, RST enables
gradient flow through the latter backbone layers. This de-
sign achieves a balanced trade-off between performance and
memory efficiency, enhancing the model’s ability to adapt
to new tasks while maintaining lower memory consumption
and preserving the integrity of the backbone’s pre-trained
knowledge.

Low-Rank Linear Mapping for Residuals To further en-
hance RST’s capability to capture complex and task-specific
features, we implement low-rank linear mapping on the
residuals extracted by both Collect Blocks and Feed Blocks,
instead of on the inputs of backbone blocks like DTL.

Proposition 1 (Feature Aggregation Dynamics). For ViT
blocks with feature dimension m and low-rank adaptation
rank v, let A € R™*" and BY € R™™ denote the
LoRA matrices at layer i. The aggregated features under
DTL and RST architectures respectively satisfy:

DTL:
Sgi)|k = B®ET ART (k) 1)

exhibiting uniform attention over historical features.
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Figure 3. Architecture of RST. The RST model features a dual-block structure consisting of two distinct types of blocks. The first six
blocks are Collect Blocks (shaded in light color) responsible for aggregating features from the backbone network. The subsequent
six blocks are Feed Blocks (shaded in dark color) that process the aggregated features to enhance task-specific representations. An
Element-Wise Feature Enhancement Gate denoted by g is integrated into the architecture, defined as g(s,z) = o(x) ® s + =, allowing

for adaptive feature refinement and improved information extraction.

RST:
S;i)‘k; — B(i)TDkA(k+1)T . B(k)TA(k)TZ'(k) (2)
establishing layer-adaptive feature composition through ma-

trix chain multiplication.

Proposition 2 (Gradient Sensitivity Characterization). The
sensitivity of aggregated features to backbone activations
reveals fundamental architectural differences:

DTL:

asgi) oz

— BT AOT
Or ()T i=B"" A 9z ()T )
RST:

05y _T7 gl-ir -t 02

G207 1 = .HOB AT ewr

j=
A O]
— BOT D, AT BOT 40T O (4)

Oz (k)T

where Dy € R™™" is an implicit scaling matrix. The addi-
tional term BT D, AU YT in RST enables adaptive noise
filtering through layer-wise decoding.

Comparing Eq. (1) and Eq. (2), sék) has an additional item
B(“TD;CA(H”T, which implies that the information ex-
tracted from the preceding layers will be decoded by the
decoder of the current layer. This reveals that applying a
low-rank linear mapping to the aggregated information can
make the features of the historical layers more compati-
ble with the current features, thereby enhance the model’s
overall information extraction capabilities.

Comparing Eq. (3) and Eq. (4), sék) has an additional item
BWT D, AFHDT  which implies that the sensitivity will be
decoded by the decoder of the current layer. This reveals
that our architecture can reduce the sensitivity to noise and
irrelevant information introduced by the backbone network

by filtering and refining residuals before reintegration. This
refinement ensures that only the most pertinent and clean
task-specific information is incorporated into the backbone’s
feature maps, thereby improving robustness and reducing
susceptibility to noisy or confounding signals from the back-
bone, also endowing the model with the potential to enhance
its generalization capabilities.

3.2. Element-Wise Feature Enhancement Strategy

To further enhance the model’s ability to focus on the
most relevant features within each module, we introduce an
Element-Wise Feature Enhancement strategy. The primary
motivation behind this strategy is to increase the model’s at-
tention to the current module’s information while mitigating
the challenges arising from the misalignment between the
backbone’s inherent features and the aggregated side path
information. In complex models such as Vision Transform-
ers (ViT), ensuring that the aggregated information aligns
seamlessly with the backbone’s feature representations is
crucial for optimal performance. However, discrepancies
between these information streams can lead to suboptimal
feature integration and diminished overall model efficacy.

To address this, the Element-Wise Feature Enhancement
strategy employs a two-fold approach. First, the backbone’s
feature map, denoted as =, undergoes a transformation using
a sigmoid activation function. The choice of the sigmoid
function is deliberate; it maintains the dimensional integrity
of x by keeping the output within the same range as the
input (i.e., between 0 and 1). This bounded transformation
ensures that the scaling applied to « does not distort its
original dimensional characteristics, thereby preserving the
structural coherence necessary for effective feature integra-
tion.

Subsequently, the transformed feature map is combined with
the aggregated residual information through an element-
wise operation, specifically the Hadamard product. By mul-
tiplying corresponding elements of the transformed x and
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the residuals, the model can selectively emphasize or sup-
press specific feature dimensions based on their relevance
to the current feature. This selective enhancement ensures
that the most pertinent features are accentuated, while less
relevant or potentially noisy features are attenuated, thereby
improving the overall quality and robustness of the feature
representations.

The above process can be represented by Eq. (5) as:

s = (BOT AOTL0-D) @ (20D 420G+ (5)

This means that the aggregated features are normalized”
by the output of the current layer, which evidently heightens
the focus on the current layer’s information and further
bridges the gap between the aggregated information and the
backbone information. It is worth mentioning that despite
the aforementioned advantages of this strategy, we only
apply it within the collect block to prevent reducing the
richness of the features.

3.3. Encoder Parameter Sharing Strategy

To enhance model efficiency, RST employs a Parameter
Sharing Strategy by sharing the encoder (LoRA 4) across
all Collect Blocks while keeping decoders (LoRA ) layer-
specific. This approach builds on the low-rank mapping
structure and Element-Wise Feature Enhancement to reduce
the number of trainable parameters and computational over-
head without compromising performance.

The motivation for parameter sharing in RST arises from
the distinct roles of the encoder and decoder within the
low-rank mapping modules of Collect Blocks. The encoder
compresses backbone information into a low-dimensional
subspace, facilitating consistent residual processing across
layers. In contrast, the decoder reconstructs and adapts this
compressed information to enrich feature representations,
capturing layer-specific nuances essential for maintaining
feature richness and high performance. Sharing decoders
across multiple layers would undermine their ability to re-
fine residuals adaptively, leading to potential degradation in
feature quality.

Conversely, sharing the encoder is advantageous as its role
in compressing information is inherently compatible with pa-
rameter sharing. Standardizing the encoding process across
different layers ensures uniform compression and seamless
integration of information from diverse backbone layers,
thereby enhancing overall information extraction and rep-
resentation capabilities. While sharing the encoder may
slightly reduce the diversity and richness of the encoded
information, empirical evidence indicates that this impact
is minimal and does not significantly affect performance.
This is especially true since Collect Blocks primarily ex-
tract consistent and original information from the frozen

backbone.

By universally sharing the encoder across all Collect
Blocks, RST ensures uniform processing of residual in-
formation. Since Collect Blocks enhance feature representa-
tions through Feed Blocks and Element-Wise Feature En-
hancement without directly feeding information back into
the backbone, the shared encoder does not lead to significant
performance losses. This architectural decision effectively
balances parameter efficiency with feature quality, enabling
RST to achieve superior performance with reduced resource
requirements.

To implement this strategy, we universally share the encoder
(LoRA ») across all Collect Blocks within the RST frame-
work. This sharing approach ensures that all Collect Blocks
utilize the same low-dimensional compression mechanism,
promoting uniformity in how residual information is pro-
cessed and integrated. Importantly, since Collect Blocks do
not directly feed information back into the backbone but
instead serve to enhance feature representations through the
Feed Blocks and Element-Wise Feature Enhancement, the
impact of sharing the encoder is further mitigated. This ar-
chitectural decision ensures that the consistency introduced
by parameter sharing does not translate into significant per-
formance losses, as the critical decoding and reintegration
processes remain layer-specific and unaffected by the shared
encoder.

We demonstrate that this strategy does not compromise the
conclusions we reached in Section 3.1.

Based on Eq. (1) and Eq. (2), we can get:

s, = BWT AWT () — BUIT g(6)
5], = BOT D AGHIT . BT AT (k)
— BOTD, Az®)

Moreover, the sensitivity deducted in Eq. (3) and Eq. (4):

(@) l l
051 |, =B0O 40" 9z — " 0z
Oz ()T Oz (BT Oz ()T
33&“ @7 DT )T AT 9z
ax(k)Th*B DA BY A 5 (OIT

@
_ B g
=B DlAax(k)T

where D, D; € R"*", also indicating a scaling matrix.

Therefore, the conclusions we derived in Section 3.1 remain
applicable and are even presented in a clearer form.

Based on the methodologies described in this chapter, we
construct two variants of the Residual Side Tuning frame-
work: RST-L and RST-H. RST-L configures both the Collect
Blocks and Feed Blocks with a rank of 2, introducing an
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additional 0.029M trainable parameters. And RST-H main-
tains a rank of 2 for the Collect Blocks while employing a
higher rank of 4 for the Feed Blocks, resulting in an addi-
tional 0.048M parameters.

4. Experiments

To comprehensively evaluate the effectiveness of the pro-
posed Residual Side Tuning (RST) framework, we con-
duct extensive experiments across multiple benchmarks,
including VTAB-1K (Zhai et al., 2019), VTAB-100 built on
VTAB-1K, few-shot learning, and domain generalization.
Besides, we conduct ablation studies to verify the properties
of RST applied in Appendix B.

4.1. Experimental Settings

This section outlines our experimental settings, including
the selection of pre-trained backbones, baseline methods for
comparison, and implementation details.

Pre-trained Backbone For our experiments, we exclu-
sively utilize the Vision Transformer Base/16 (ViT-B/16)
(Dosovitskiy et al., 2020) model, which consists of approx-
imately 86 million parameters and is pre-trained on the
ImageNet-21K dataset (Deng et al., 2009). The ViT-B/16
backbone is chosen due to its strong scalability and adher-
ence to the scaling laws, which facilitate efficient adaptation
across various tasks. Its widespread adoption in prior works
underscores its robustness and versatility, making it an ideal
foundation for evaluating the performance and scalability
of the RST framework.

The baseline methods are mentioned in Section 2.

Implementation Details We adhere to the implementa-
tion protocols established in prior works (Lian et al., 2022;
Jie & Deng, 2023; Fu et al., 2024) to ensure consistency and
reproducibility in our experiments. Specifically, we employ
the AdamW optimizer (Loshchilov & Hutter, 2017) with
a cosine learning rate schedule. All models are fine-tuned
for 100 epochs with a batch size of 32. For the RST frame-
work, the rank r of the low-rank linear mappings within
the Collect Blocks is set to 2. We configure the number of
Collect Blocks to 6, indicating that half of the later blocks’
outputs are calibrated by integrating residual information.
This configuration ensures a balance between adaptation
capacity and parameter efficiency.

Unlike some previous methods (Zhang et al., 2022; Lian
et al., 2022), we restrict our approach to standard data
augmentation techniques and do not incorporate additional
strategies such as mixup (Zhang et al., 2017), cutmix (Yun
etal., 2019), or label smoothing (Szegedy et al., 2016). This
decision streamlines the training process and highlights the

intrinsic effectiveness of the RST framework. Comprehen-
sive details of our training hyperparameters and configura-
tions are provided in the supplementary material.

4.2. Experiments on VTAB-1K

The VTAB-1K benchmark (Zhai et al., 2019) is designed
to evaluate the generalization ability of transfer learning
approaches across diverse image domains. It comprises 19
distinct datasets categorized into three groups: 1) Natural
images captured by standard cameras, including everyday
objects and scenes, reflecting common visual recognition
tasks. 2) Specialized images captured by specialist equip-
ment, often involving medical imaging, satellite imagery,
and other domains requiring specialized knowledge. 3)
Structured images generated in simulated environments, in-
cluding synthetic data for tasks like depth prediction and ob-
ject counting. Each dataset contains exactly 1,000 training
examples, making it a stringent test for Parameter-Efficient
Transfer Learning (PETL) methods. The diversity of VTAB-
1K spans various task-specific objectives, including clas-
sic visual recognition, object counting, and depth predic-
tion, among others. This variety ensures that any proposed
method must demonstrate robust adaptability across differ-
ent visual tasks and domains.

In comparison to our previous work, the RST framework
demonstrates both competitive and enhanced performance.
Specifically, the RST-L variant attains an average accuracy
of 76.2%, which is marginally below that of DTL. However,
RST-L compensates for this slight decrease by offering sig-
nificant parameter efficiency, introducing less than 0.03M
trainable parameters. Furthermore, the RST-H variant sur-
passes DTL by achieving an average accuracy of 77.0%,
thereby improving the average accuracy by 0.3%, despite a
need for less than 0.01M parameters than DTL.

4.3. Experiments on VTAB-100

While VTAB-1K offers a comprehensive evaluation across
various domains, we further investigate the model’s informa-
tion extraction capabilities using the proposed VTAB-100
subset. The motivation behind this experiment stems from
the observation that low-shot datasets are more indicative
of a model’s ability to effectively extract and generalize
information from limited data. By selecting a subset of
VTAB-1K to construct VTAB-100, we aim to create a chal-
lenging benchmark that emulates an approximately 1-shot
learning scenario across diverse tasks.

Specifically, VTAB-100 is meticulously constructed based
on the VTAB-1K benchmark, retaining the original catego-
rization into Natural, Specialized, and Structured images
across the 19 datasets. For datasets within VTAB-1K that
contain 100 classes or fewer, we ensure that each class is
represented by at least one sample, maintaining a total of
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Table 1. Per-task fine-tuning results on VTAB-1k benchmark. The ba
the number of learnable parameters.

ckbone is ViT-B/16, and we ignore the linear layer when calculating
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Traditional methods
Full 85.8 |68.9 87.7 64.3 97.2 86.9 87.4 38.8(79.7 95.7 84.2 73.9|56.3 58.6 41.7 65.5 57.5 46.7 25.7 29.1|68.9
Linear 0 |63.4 85.0 63.2 97.0 86.3 36.6 51.0|78.5 87.5 68.5 74.0|34.3 30.6 33.2 554 12.5 20.0 9.6 19.2|57.6
PETL methods
VPT-deep 0.60 |78.8 90.8 65.8 98.0 88.3 78.1 49.6|81.8 96.1 83.4 68.4|68.5 60.0 46.5 72.8 73.6 47.9 32.9 37.8|72.0
BitFit 0.10 |72.8 87.0 59.2 97.5 85.3 59.9 51.4|78.7 91.6 72.9 69.8|61.5 55.6 32.4 559 66.6 40.0 15.7 25.1|65.2
Adapter 0.16 |69.2 90.1 68.0 98.8 89.9 82.8 54.3|84.0 94.9 81.9 75.5/80.9 65.3 48.6 78.3 74.8 48.5 29.9 41.6|73.9
LoRA 0.25 | 67.1 91.4 69.4 98.8 90.4 85.3 54.0(84.9 95.3 84.4 73.6|82.9 69.2 49.8 78.5 75.7 47.1 31.0 44.0|74.5
AdaptFormer 0.16 |70.8 91.2 70.5 99.1 90.9 86.6 54.8|83.0 95.8 84.4 76.3|81.9 64.3 49.3 80.3 76.3 45.7 31.7 41.1|74.7
Compacter  0.15 |71.9 89.0 69.7 99.1 90.7 82.7 56.1|86.0 93.5 82.4 75.3|80.2 63.4 47.4 77.2 78.1 53.5 27.3 39.8|74.2
SSF 0.21 |69.0 92.6 75.1 994 91.8 90.2 52.9|87.4 959 874 755|759 62.3 53.3 80.6 77.3 54.9 29.5 37.9|75.7
NOAH 0.39 {69.6 92.7 70.2 99.1 90.4 86.1 53.7|84.4 954 83.9 75.8|82.8 68.9 49.9 81.7 81.8 48.3 32.8 44.2|75.5
Convpass 0.33 |72.3 91.2 72.2 99.2 90.9 91.3 54.9|84.2 96.1 85.3 75.6(82.3 67.9 51.3 80.0 85.9 53.1 36.4 44.4|76.6
FacT-TK 0.07 {70.6 90.6 70.8 99.1 90.7 88.6 54.1|84.8 96.2 84.5 75.7|82.6 68.2 49.8 80.7 80.8 47.4 33.2 43.0|75.6
LST 2.38 159.5 91.5 69.0 99.2 89.9 79.5 54.6|86.9 959 85.3 74.1|81.8 61.8 52.2 81.0 71.7 49.5 33.7 45.2|74.3
DTL 0.04 [69.6 94.8 71.3 99.3 91.3 83.3 56.2|87.1 96.2 86.1 75.0|82.8 64.2 48.8 81.9 93.9 53.9 34.2 47.1|76.7
Proposed methods
RST-L 0.029|72.3 94.0 73.1 99.4 91.7 78.8 57.8|86.8 96.0 86.6 73.3|82.7 64.3 49.6 80.3 85.4 54.0 32.2 45.6|76.2
RST-H 0.04872.1 94.7 71.7 99.4 91.9 81.8 57.4(87.1 96.5 87.1 75.2|82.8 65.1 50.5 81.7 838.7 57.3 33.1 45.7|77.0

Table 2. Per-task fine-tuning results on VTAB-100 benchmark.
the number of learnable parameters.

The backbone is ViT-B/16, and we ignore the linear layer when calculating

Natural

#Params (M)

CIFAR100
Caltech101
DTD
Flower102
Pets
SVHN
SUN397
Camelyon
EuroSAT

Specialized

Structured

Resisc45
Retinopathy
Clevr-Count
Clevr-Dist
KITTI-Dist
dSpr-Loc
dSpr-Ori
sNORB-Azim
sNORB-Ele
Average

DMLab

PETL method
DTL 0.04
DTL+ 0.05

S
323 81.5 429 969 70.0 38.1 39.5
345 82.1 432 97.0 67.7 38.5 41.6
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100 training samples. Conversely, for datasets with more
than 100 classes, we adopt a strict 1-shot approach, selecting
one representative sample per class. This methodology guar-
antees that VTAB-100 uniformly tests the model’s ability to
generalize from minimal data across a wide array of tasks
and domains.

4.4. Experiments on Few-Shot Learning

To evaluate the few-shot learning capabilities of RST, we
conduct experiments on five fine-grained benchmarks: Air-

craft (Majietal., 2013), Pets (Parkhi et al., 2012), Food-101
(Bossard et al., 2014), Cars (Krause et al., 2013), and Flow-
ers102 (Nilsback & Zisserman, 2008). Following most
of the previous work (Jia et al., 2022; Hu et al., 2021; Fu
et al., 2024), we fine-tune the pre-trained backbone models
using training sets with 1, 2, 4, 8, and 16 shots per class
and report the average accuracy on the test sets over three
random seeds.

As illustrated in Fig. 4, the proposed RST-L and RST-H vari-
ants consistently outperform all baseline Parameter-Efficient
Transfer Learning (PETL) methods across various few-shot



RST: Residual Side Tuning with Cross-Layer Correlation for Parameter Efficient Transfer Learning

Methods
—8— RST-H
RST-L
DTL+
DTL
NOAH
VPT
LoRA
Adapter
AdaptFormer
FacT

ESEXE:

(a) Average (b) Aircraft (c) OxfordPets

(d) Food101

8 16 12 4 8 16 12 4 8 16

(e) Cars (f) Flowers102

Figure 4. Top-1 accuracy on fine-grained few-shot benchmark with ViT-B/16 as the backbone. Note that our approach outperforms all

baseline methods.

Table 3. Top-1 accuracy on domain generalization experiments
with ViT-B/16 as the backbone. Our method shows significant
gains w.r.t baseline methods.

Method Source Target

ImageNet -Sketch -V2 -A -R Avg
Adapter 70.5 16.4 591 55 221 258
VPT 70.5 18.3 580 46 232 260
LoRA 70.8 20.0 593 69 233 274
NOAH 71.5 24.8 66.1 119 285 328
DTL 78.3 354 67.8 140 344 379
DTL+ 78.7 35.7 67.8 142 344 380
RST-L 77.2 36.8 684 15.6 364 393
RST-H 77.0 36.6 68.5 153 363 39.2

scenarios. Furthermore, we observe that RST-L and RST-H
exhibit average improvements of over 1% compared to the
previous state-of-the-art method DTL+. These comparisons
underscore the exceptional performance of the RST vari-
ants in few-shot learning tasks, validating the effectiveness
of our proposed approach in extracting and generalizing
information from scarce training samples.

4.5. Experiments on Domain Generalization

To assess the robustness of RST under domain shifts, we
conduct domain generalization experiments following the
setup of noah (Zhang et al., 2022) and dtl (Fu et al,,
2024). The training set consists of samples from the original
ImageNet-1K training set, with each class containing 16
training images. The model is evaluated on four distinct
datasets: ImageNet-Sketch (Wang et al., 2019) composed of
sketch images sharing the same label space with ImageNet-
1K, ImageNet-V2 (Recht et al., 2019) collected from dif-
ferent sources compared with ImageNet-1K, ImageNet-A
(Hendrycks et al., 2019) consisting of adversarial examples,
and ImageNet-R (Hendrycks et al., 2021) containing vari-
ous artistic renditions of ImageNet-1K. The paper reports
the average accuracy on the train sets over three random

seeds.

The results of the domain adaptation experiments are pre-
sented in Table. 3. We observe that, compared to the
previous state-of-the-art methods, both RST-L. and RST-
H achieve impressive gains in evaluation accuracy across
all target domains, with average improvements reaching
up to approximately 1.3%. These comparisons highlight
the exceptional robustness of the RST variants in address-
ing domain shift challenges and effectively demonstrate
the superiority of the proposed method. Together with our
previous theoretical analysis, these results validate the effec-
tiveness and adaptability of the RST framework in diverse
domain adaptation scenarios.

5. Conclusion

We introduced Residual Side Tuning (RST), a novel
parameter-efficient transfer learning framework that utilizes
a dual-block architecture and low-rank mappings to enhance
feature extraction while minimizing parameter updates. Ex-
perimental results across multiple benchmarks demonstrated
that RST outperforms existing PETL methods in accuracy
and robustness, particularly in low-shot learning scenarios.
Additionally, RST achieves improved memory efficiency
and scalability, making it suitable for deploying large-scale
pre-trained models in resource-constrained environments.
These findings position RST as a significant advancement
in transfer learning, with potential for further optimization
and application to diverse model architectures. Extensive
experiments are performed across multiple benchmarks, in-
cluding VTAB-1K, VTAB-100 built on VTAB-1K, few-shot
learning, and domain generalization. These experiments
demonstrate that RST consistently outperforms existing
PETL methods in accuracy, particularly in low-shot learn-
ing scenarios. Additionally, RST exhibits favorable scaling
properties as model size increases. To further validate the
strengths of RST, we perform ablation studies that confirm
the contributions of its key components.
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A. Proofs and Derivations
A.1. Proof of Proposition 1

For the structure of DTL that the inputs of each ViT block are processed by the low-rank linear mapping, the recursive
formula for the aggregate features s is:

s = =1 4 gOT 4O 1)
where z(*) = () ((i=1)),
Obviously, we get:
s — pMT 4T (1)

Thus we can get the expression of aggregated features, as shown in Eq. (6):

Sgi) _ ZB(j)TA(j)Tx(j) (6)
j=1

The observation indicates that DTL exhibits an equal level of attention to information across all previous layers.

For the structure of RST that the aggregated features parallel to each ViT block are processed by the low-rank linear mapping,
the recursive formula for the aggregate information s is:

50 — B(i)TA(i)Ts(z’) 4 0D
where (1) = flHD) (g,
Obviously, we get:

)T

s = BOT AT 1) 4 @)

Thus we can get the expression of aggregated features, as shown in Eq. (7):
‘ i ik
55” _ Z H BU—DT A=D)T (k) 4 0.(i+1) 0
k=1j=0
For a fixed k, the aggregated feature of sgi) |x and sg) |, related to xy, can be expressed in Eq. (1) and Eq. (2), respectively.
Sgi) Ik = B®T A(R)T (k)
i—k
Séi)|k _ H BU=NT AE=D)T (k)

j=0
_ BOT AT . g+ )T A(+1)T )T ()T (k)

— BOT D, AKTDT | T A(R)T 1 (k)

where Dy, € R"*", indicating a scaling matrix.

A.2. Proof of Proposition 2

Similarly, we can get the sensitivity of the aggregated features to the backbone information of the two structures, as shown
in Eq. (8) and Eq. (9):

051 _ 5~ gt gt 92

gt — 2 B AV 5 G ®
95 T gl gl-pmy 02 9alFY

or(FT — Z(HB A )3x(k)T + (k)T ®

1=k j=0
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Table 4. Ablation study of r: Per-task fine-tuning results on VTAB-100 benchmark. The intensity of the colors represents the degree of
monotonic increase, with darker shades indicating a higher degree of monotonicity.
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For a fixed [, the sensitivity of sgi) and sg) to the backbone information of previous layers can be expressed as:

(@) l
Dai | g7 g07 220
Ox(MT Ox (KT
9s) L gl ot v gr 0z
ax(i)Th:HB( Ry )] W:B() DADT BT 4O ST
§=0
B. Ablation Study

Scaling Property To evaluate the scaling properties of RST, we investigate whether increasing the number of parameters
leads to performance improvements. Specifically, we conduct experiments on the VTAB-100 benchmark to assess how
different ranks r affect the performance of both RST-L and RST-H variants. For both RST-L and RST-H, we experiment
with ranks = 2,4, 6, 8, of which r» = 2 represents the original configuration. The experimental results are presented in
Table 4, where results demonstrating strong scaling properties are highlighted with varying shades of yellow, where deeper
shades indicate better scaling behavior.

As illustrated in Table 4, both RST-L and RST-H demonstrate consistent performance improvements as the rank 7 increases.
Notably, RST-L shows a more pronounced scaling trend compared to RST-H, indicating its superior ability to leverage
additional parameters for enhanced feature extraction. The highlighted results corroborate that RST exhibits strong scaling
properties, making it adaptable and effective across different parameter configurations.
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Effect of Parameter Sharing on Feature Richness To assess whether the parameter sharing strategy affects the richness
of aggregated features, we conducted ablation experiments exclusively on the RST-L variant. Feature richness was evaluated
using t-distributed Stochastic Neighbor Embedding (t-SNE) to visualize the separability of aggregated features. The degree
of separability in the t-SNE plots serves as an indicator of feature richness, with higher separability implying more distinctive
and informative feature representations.

Figure 5 presents t-SNE visualizations comparing RST-L models with and without parameter sharing. The results reveal
that the introduction of parameter sharing does not degrade the separability of features. In fact, the feature distributions
remain similarly distinct, indicating that feature richness is preserved despite parameter sharing. This finding aligns with
our theoretical predictions, demonstrating that parameter sharing effectively reduces the number of trainable parameters
without compromising the expressiveness or diversity of the extracted features. Consequently, the parameter sharing strategy
employed in the RST framework is both reasonable and effective, ensuring efficient parameter utilization while maintaining
high-quality feature extraction.
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(a) Feature richness of RST w/o parameter sharing. (b) Feature richness of RST w/ parameter sharing.

Figure 5. Feature Richness in RST with/without parameter sharing. T-SNE visualizations on CIFAR100 of aggregated features indicating
feature richness, where parameter sharing has little effect on feature richness.
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